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Introduction 
Artificial Intelligence (AI) is rapidly becoming an 

integral part of our daily lives, with applications 

spanning across various domains such as healthcare, 

finance, transportation, and many others. However, as 

the use of AI becomes more widespread, concerns 

about its ethical, fair and responsible use are also 

growing. In light of these concerns, international 

standards for AI are becoming increasingly important 

to ensure that the technology is developed and used in 

a way that is in the best interest of society. One of the 

organizations working on developing these standards 

is the International Organization for Standardization 

(ISO) and the International Electrotechnical 

Commission (IEC) through the ISO/IEC JTC 1/SC 42 

Artificial Intelligence project. 

The Portuguese Committee on ISO/IEC JTC 1/SC 42 

Artificial Intelligence is a national body that is 

responsible for representing Portugal in the 

international standardization project on AI. The 

Committee is composed of experts from various fields 

such as computer science, engineering, ethics, law, and 

governance, and are representatives from industry, 

academia, government and civil society. The 

Committee works closely with the Portuguese 

National Innovation Agency (ANI) to ensure that the 

standards being developed align with the national 
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strategy for AI and take into account the interests of 

the country. 

The goal of the Portuguese National Committee is to 

ensure that the interests and views of Portugal are 

taken into account in the development of international 

standards for AI. The Committee is actively involved in 

the work of ISO/IEC JTC 1/SC 42, participating in the 

working groups and subgroups of the project and 

contributing to the development of the standards. The 

Committee also organizes and participates in national 

and international events to disseminate the work of the 

project and to gather feedback and input from 

stakeholders. 

One of the main contributions of the Portuguese 

Committee is the participation in the working group on 

Trustworthy AI, which aims to develop a set of 

guidelines for the development of trustworthy AI 

systems. The Portuguese Committee has been actively 

involved in the development of the guidelines, 

contributing to the identification of key issues and the 

development of the draft standards.  

Another important area of work for the Portuguese 

Committee is the development of standards for the 

governance of AI systems. The Committee has been 

actively involved in the working group on governance, 

contributing to the development of standards for 

accountability, transparency, and compliance with laws 
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and regulations. The Committee also works to ensure 

that the standards being developed are in line with the 

national legal framework for AI, including data 

protection and privacy laws. This is essential for 

ensuring that AI systems are used in a responsible and 

ethical way, and that they are in compliance with the 

legal frameworks in place. 

In conclusion, the Portuguese Committee on ISO/IEC 

JTC 1/SC 42 Artificial Intelligence plays a crucial role in 

representing Portugal in the international 

standardization project on AI. The work of the 

Portuguese Committee on ISO/IEC JTC 1/SC 42 

Artificial Intelligence is essential for ensuring that the 

standards being developed for AI are inclusive, 

technically sound and aligned with the national and 

international context, thus promoting the responsible 

and ethical use of AI in Portugal. 

 

Building Ethical AI: A Guide to  
Trustworthy AI Standard  
Development 
Trustworthy AI Standard Development is a critical aspect of 

ensuring that the technology is used ethically, fairly, and in a 

way that is in the best interest of society1,2. The development 

of trustworthy AI systems can help to mitigate the potential 

risks of unintended consequences and negative impacts 
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associated with AI and can ensure that AI is developed and 

used in a way that is beneficial for society2–4 . 

The development of trustworthy AI requires the 

consideration of several technical, stakeholder, and 

governance-related characteristics. Technical 

characteristics include the ability to make accurate 

predictions and decisions, the ability to explain its reasoning, 

and the ability to operate in a safe and secure manner5. 

Stakeholder characteristics include the ability to respect 

user privacy and data protection, the ability to promote 

fairness and non-discrimination, and the ability to respect 

human values and ethics6. Governance characteristics 

include the ability to be accountable for its actions, the 

ability to be transparent in its decision-making processes, 

and the ability to be governed by laws and regulations7,8. 

The development of trustworthy AI standards is a 

multidisciplinary effort, involving experts from various fields 

such as computer science, engineering, ethics, law, and 

governance. The development process typically involves 

several stages, including the identification of key issues, the 

development of draft standards, public consultation, and 

finalization of the standard9,10. 

One of the key issues in the development of trustworthy AI 

standards is ensuring that the standards are aligned with the 

latest research and developments in the field. This requires 

close collaboration between researchers and 

standardization experts, to ensure that the standards are 
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based on the latest scientific knowledge and are technically 

sound6,11–13. Additionally, the standards should be developed 

in a way that is inclusive and takes into account the views and 

needs of all stakeholders, including industry, governments, 

and civil society 6,11–13. 

Another important aspect of trustworthy AI standard 

development is ensuring that the standards are flexible and 

adaptable to the rapidly changing landscape of AI. The 

standards should be designed in a way that can be updated 

and revised as new research and developments emerge, to 

ensure that they remain relevant and effective14. 

Additionally, the standards should be designed in a way that 

is easy to implement and comply with, to ensure that they 

are widely adopted and used14–17. 

Governance characteristics of Trustworthy AI are also 

important for standard development. These include the 

ability to be accountable for its actions, the ability to be 

transparent in its decision-making processes, and the ability 

to be governed by laws and regulations18. Accountability 

means that AI systems should be able to explain their 

decision-making processes and be answerable for any 

negative impacts they may cause. Transparency means that 

the decision-making processes of AI systems should be 

explainable and understandable to humans15,18. Laws and 

regulations ensure that AI systems are used in a way that is 

compliant with relevant laws and regulations, such as those 

related to data privacy, data protection, and human rights, as 
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highlighted in "Achieving Trustworthy AI: A Framework for 

Responsible Development and Deployment" by IEEE 

Global Initiative on Ethics of Autonomous and Intelligent 

Systems (2018). 

International Organization for Standardization (ISO) has 

been working on the standardization of AI since 2018, 

through its Technical Committee ISO/IEC JTC 1/SC 42 

Artificial intelligence. This committee is focused on the 

development of international standards for the governance 

and use of AI. The committee aims to create standards that 

promote the development of trustworthy AI systems and to 

provide a framework for the governance of AI. The 

committee's work is ongoing, and it is expected that the first 

standards will be published in the near future. 

Moreover, many other organizations around the world are 

also working on developing AI standards such as IEEE, ITU, 

and ISO/IEC JTC 1/SC 42 Artificial intelligence. These 

organizations are working in collaboration with 

governments, industry, and civil society to develop 

standards that promote the responsible development and 

use of AI, as highlighted in "Trustworthy AI: a framework for 

responsible development" by European Commission 

(2021). 
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The Characteristics of  
Trustworthy AI:  
A Comprehensive Framework 
Characterization of trustworthy AI refers to the set of 

attributes or characteristics that define a trustworthy 

AI system19–21. These characteristics are used to 

evaluate the safety, reliability, and trustworthiness of an 

AI system, and to ensure that it is used for the benefit of 

society22. The characterization of trustworthy AI is a 

critical aspect of the development of AI standards, as it 

provides a framework for the evaluation and 

governance of AI systems21. 

The characterization of trustworthy AI is a critical 

aspect of the development of AI standards. Together, 

these characteristics provide a comprehensive 

framework for the evaluation and governance of AI 

systems, which is crucial for ensuring that AI is 

developed and used for the benefit of society21. 

 

Technical Requirements for Safe and  
Reliable AI: A Look at Technical  
Characteristics 
Technical characteristics of trustworthy AI include 

accuracy, robustness, explainability, safety, and 

adaptability14. These characteristics ensure that the AI 

system can be trusted to make decisions that are in the 

best interest of society and that it is safe, reliable, and 



  

 11 

transparent in its decision-making process14. They are 

crucial for responsible use of AI in various domains 

such as healthcare, finance, and transportation. 

 

Stakeholder Characteristics in  
AI Standards: Ensuring Fairness and  
Inclusivity 
Stakeholder characteristics of trustworthy AI are 

essential for ensuring that the system is inclusive and 

respectful of human rights. Characteristics such as 

respecting user privacy and data protection, 

promoting fairness and non-discrimination, respecting 

human values and ethics, and considering the social 

and economic impact of its decisions are crucial for 

ensuring that the system is used in a responsible and 

ethical manner12,14.  

 

Governance of Artificial Intelligence:  
The Importance of Accountability,  
Transparency, and Compliance 
Governance characteristics of trustworthy AI refer to 

the attributes that ensure the system is accountable, 

transparent, and follows laws and regulations. These 

characteristics are essential for the responsible and 

ethical use of AI, including accountability for negative 

impacts, clear explanations of decision-making 

processes, compliance with laws and regulations, and 

being auditable for transparency and fairness14,17. 
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International Standards for  
Artificial Intelligence:  
An Overview of  
ISO/IEC JTC 1/SC 42 AI 
ISO/IEC JTC 1/SC 42 Artificial Intelligence is an 

international standardization project on AI that was 

launched in 2018. The project is being carried out by 

the International Organization for Standardization 

(ISO) and the International Electrotechnical 

Commission (IEC). The goal is to develop international 

standards for AI that will help to ensure that the 

technology is used ethically, fairly, and in a way that is in 

the best interest of society. 

The project is focused on several key areas, including 

the development of standards for trustworthy AI, the 

characterization of trustworthy AI, and the governance 

of AI. The development of standards for trustworthy AI 

involves the identification of key issues, the 

development of draft standards, public consultation, 

and the finalization of the standards. The 

characterization of trustworthy AI involves the 

development of a set of attributes or characteristics 

that define a trustworthy AI system, which is used to 

evaluate the safety, reliability, and trustworthiness of an 

AI system. The governance of AI involves the 

development of standards for the governance of AI 
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systems, including accountability, transparency, and 

compliance with laws and regulations. 

The project is expected to take several years to 

complete, and the standards developed will be 

regularly updated and revised as new research and 

developments emerge in the field of AI. The final 

standards will be available for use by industry, 

governments, and other organizations worldwide. 

In conclusion, ISO/IEC JTC 1/SC 42 Artificial 

Intelligence is an important international 

standardization project on AI that aims to ensure that 

the technology is used ethically, fairly, and in a way that 

is in the best interest of society. The project is focused 

on the development of standards for trustworthy AI, 

the characterization of trustworthy AI, and the 

governance of AI. The project is being carried out by a 

multidisciplinary team of experts and is expected to 

take several years to complete. The final standards will 

be available for use by industry, governments, and 

other organizations worldwide and will be regularly 

updated as new research and developments in the 

field of AI emerge. 
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Ensuring Responsible AI in  
Portugal:  
The Work of the National  
Committee on  
ISO/IEC JTC 1/SC 42 AI 
The Portuguese National Committee on ISO/IEC JTC 

1/SC 42 Artificial Intelligence is a national body that is 

responsible for representing Portugal in the 

international standardization project that is being 

carried out by the International Organization for 

Standardization (ISO) and the International 

Electrotechnical Commission (IEC). The goal of the 

Portuguese Committee is to ensure that the interests 

and views of Portugal are taken into account in the 

development of international standards for AI. 

The Portuguese Committee is composed of experts 

from various fields such as computer science, 

engineering, ethics, law, and governance. The 

Committee is represented by the Portuguese National 

Innovation Agency (ANI) to ensure that the standards 

being developed align with the national strategy for AI 

and take into account the interests of the country. 

The Portuguese Committee is actively involved in the 

work of ISO/IEC JTC 1/SC 42, participating in the 

working groups and subgroups of the project and 

contributing to the development of the standards. The 
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committee also organizes and participates in national 

and international events to disseminate the work of the 

project and to gather feedback and input from 

stakeholders. 

One of the main contributions of the Portuguese 

Committee is the participation in the working group on 

Trustworthy AI, which aims to develop a set of 

guidelines for the development of trustworthy AI 

systems. The Portuguese Committee has been actively 

involved in the development of the guidelines, 

contributing to the identification of key issues and the 

development of the draft standards.  

Another important area of work for the Portuguese 

Committee is the development of standards for the 

governance of AI systems. The Committee has been 

actively involved in the working group on governance, 

contributing to the development of standards for 

accountability, transparency, and compliance with laws 

and regulations. The Committee also works to ensure 

that the standards being developed are in line with the 

national legal framework for AI, including data 

protection and privacy laws. 

In addition to its participation in the working groups 

and subgroups of the project, the Portuguese 

Committee also organizes and participates in national 

and international events to disseminate the work of the 

project and to gather feedback and input from 
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stakeholders. These events include workshops, 

seminars, and conferences, which provide an 

opportunity for experts and stakeholders to exchange 

ideas.  

In conclusion, the Portuguese Committee on ISO/IEC 

JTC 1/SC 42 Artificial Intelligence plays an important 

role in representing Portugal in the international 

standardization project on AI. The work of the 

Portuguese Committee is essential for ensuring that 

the standards being developed for AI are inclusive, 

technically sound and aligned with the national and 

international context. 
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